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Abstract— Distributed energy systems can produce low-cost utilities for large energy 33

networks, but can also be a resource for the electric grid by their ability to ramp 34

production or to store thermal energy by responding to real-time market signals. In this 35

work, dynamic optimization exploits the flexibility of thermal energy storage by 36

determining optimal times to store and extract excess energy. This concept is applied to a 37

polygeneration distributed energy system with combined heat and power, district heating, 38

district cooling, and chilled water thermal energy storage. The system is a university 39

campus responsible for meeting the energy needs of tens of thousands of people. The 40

objective for the dynamic optimization problem is to minimize cost over a 24-hour period 41

while meeting multiple loads in real time. The paper presents a novel algorithm to solve 42

this dynamic optimization problem with energy storage by decomposing the problem into 43

multiple static mixed-integer nonlinear programming (MINLP) problems. Another 44

innovative feature of this work is the study of a large, complex energy network which 45

includes the interrelations of a wide variety of energy technologies. Results indicate that a 46

cost savings of 16.5% is realized when the system can participate in the wholesale 47

electricity market. 48

HIGHLIGHTS49

 A district energy system with central cooling, heating, and electricity generation is studied50

 The system is optimized over 24 hours using thermal energy storage to shift loads51

 A novel static/dynamic decomposition is used to solve the dynamic optimization problem52

 Scenarios with buying and selling electrical power in a real-time market are considered53

 Overall, a savings of 16.5% is achieved for a one-year period54

1. INTRODUCTION55

Concern about energy scarcity and global climate change has been a driving force for the 56

development of new energy technologies with an increasing emphasis on emissions reduction 57

and improved efficiency. This has led to a diverse mix of energy resources and the growing58

technological challenge to integrate all of these resources into reliable systems. These systems59

must ensure that varying consumer demand for energy is met, while simultaneously managing 60

transient and intermittent (in the case of solar and wind) energy supply. As more diverse energy 61

technologies become connected to the grid, managing it becomes more difficult. These 62
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technological challenges have led to the implementation of the smart grid: an electric grid with 63

enhanced flow of information, which enables intelligent, automated decisions to be made, 64

ensuring robust and efficient energy distribution [1,2]. The smart grid, where many different 65

energy technologies interact and communicate with each other, introduces opportunities for 66

system optimization [3,4]. Optimization can improve overall system performance by allowing 67

intelligent decisions to be made, so that a global objective is achieved from the individual 68

components of the system [5]. 69

The transient nature of both supply and demand of energy has also led to increased 70

development and deployment of energy storage technologies, which help to alleviate supply and 71

demand mismatch [6,7]. In the context of the smart grid, energy storage technologies provide72

enhanced flexibility, which can be best exploited using optimization. Thermal energy storage 73

(TES) is one of the few energy storage technologies that has proven to be an economically 74

feasible large-scale storage solution [8–13]. Unlike electrical energy storage, TES stores thermal 75

energy, and must be located in close proximity to the thermal loads which it services, such as in a 76

district energy system, where electric or thermal power may be generated, distributed, and 77

consumed in a small geographical area [14,15]. These energy systems are an excellent test bed 78

for smart grid technologies. Unlike the smart grid, however, district energy systems may79

incorporate more than electrical distribution; they may include district heating and district 80

cooling, where heating and cooling are generated at central locations and distributed to the 81

surrounding area. These systems also extend the opportunities for optimization beyond electrical 82

generation and distribution, creating the opportunity for a smart and diverse energy network83

which provides energy for electrical, heating, and cooling demands. While there is more 84

opportunity for optimization in these systems, the optimization problems themselves are more 85

complex and require models of a diverse range of systems. They also have additional constraints 86

which must be adhered to, including meeting other (non-electrical) loads, such as heating and 87

cooling. 88

District energy systems take advantage of economies of scale in order to efficiently and 89

cost-effectively provide heating, cooling, or electricity for an immediate surrounding area. Many 90

buildings can be supplied by large centrally-located generation equipment, rather than smaller 91

individual units for each building [16–19]. Because of the large scales involved in these systems, 92
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optimization is a valuable energy and cost saving tool [20–24]. In addition to the economies of 93

scale available in central utility generation, a similar benefit is available for energy storage. 94

Because the generation and distribution are already in place, large-scale TES can also be readily 95

implemented in district heating and cooling systems [21,25,26]. The addition of TES provides 96

low-cost energy storage, giving the system the ability to shift supply and demand of energy. TES 97

can be used to avoid peak electricity rates by using electric chillers to generate cooling during 98

off-peak hours, when electricity costs are lower [27]. This alleviates the cooling needs of the 99

campus during peak hours. The addition of TES to a district heating or cooling system also 100

provides additional degrees of freedom, which can be exploited by optimization. This means the 101

system can be optimized on a dynamic basis, and loads can be shifted temporally so that cost or 102

energy usage can be minimized over a finite time interval [14,28]. 103

District energy systems may also be equipped with combined heat and power (CHP), 104

where electrical power is produced onsite. The waste heat from power production is then used in 105

the district heating loop, making this setup very efficient [29,30]. The opportunities for 106

optimization in CHP systems is also tremendous. If power generation capacity exceeds demand, 107

selling excess power (if regulations permit) can be a source of revenue to help offset operation 108

and fuel costs. Optimization problems are often solved to determine the best CHP plant operation 109

for economic dispatch [31–34]. The addition of TES into a CHP district energy systems provides 110

additional flexibility [25,35]. TES can be used to shift loads and free up generation capacity 111

during peak electrical hours, when prices are highest and maximum revenue can be generated. 112

2. SYSTEM OVERVIEW113

This district energy system located at the University of Texas at Austin and detailed in 114

this study contains all the elements discussed above: CHP, district heating, district cooling, and 115

TES. The CHP plant utilizes a gas turbine (43.1 MWe capacity) for primary power generation. 116

The exhaust gas from this turbine is fed to a heat recovery steam generator (HRSG), which 117

converts the waste energy to superheated steam. The HRSG is also equipped with duct burners, 118

where additional gas can be burned to ensure that the appropriate superheated steam 119

temperatures are always reached. This high pressure superheated steam (at 30 bar) is then 120

throttled to 11 bar for distribution to campus. During this process, additional power is generated 121

using an extraction steam turbine, which generates power during steam expansion. In the turbine, 122
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enough medium pressure (11 bar) steam is extracted to meet heating demands. The rest is 123

dropped to near ambient pressure at saturation conditions. With the combination of a gas and 124

steam turbine, the power plant can effectively operate in combined cycle. The plant is a 125

combined cycle and a tri-generation system, providing electricity, heating, and cooling. 126

The system is equipped with an auxiliary boiler, which burns natural gas and produces 127

additional superheated steam at 30 bar. The steam output from the HRSG and the auxiliary boiler 128

is combined in a high pressure header before steam is fed to the steam turbine. The auxiliary 129

boiler is necessary during winter months when HRSG steam generation is insufficient to meet 130

campus heating loads. The boiler can also be used to increase power production in the steam 131

turbine. 132

In addition to providing electricity directly to campus, the CHP plant must also power 133

nine electric chillers, which are used to produce chilled water to meet the campus’s cooling 134

needs. The chillers are each located in a central station, which house three chillers each. Each 135

station is equipped with a set of cooling towers, which provide cooling water for heat rejection in 136

each chiller as well as multiple chilled and cooling water pumps. The combined electricity 137

consumption from the cooling system can be significant, consuming up to half the total 138

electricity output of the CHP plant.139

In addition to the CHP plant providing power for the cooling system, the two are also 140

linked by the turbine inlet cooling (TIC) system. The TIC system is used to pre-cool the ambient 141

air before it is fed to the gas turbine [36]. This increases the air density so that both the 142

throughput and the efficiency of the gas turbine’s compressor can be increased. The use of TIC 143

allows the gas turbine to produce more power. However, it also consumes power because it 144

requires additional cooling from the electrically-powered chillers. The chilled water from the 145

cooling system is distributed via pipeline to the campus buildings, where it is used for space 146

cooling. With the addition of chilled water TES, the cooling loads can be shifted, giving the 147

system an important dynamic element. 148

As Figure 1 shows, natural gas is used in three places: in the gas turbine, in the HRSG 149

duct burners, and in the auxiliary boiler. The gas turbine feeds exhaust gas to the HRSG which, 150

in conjunction with the auxiliary boiler, produces superheated steam that is fed to the steam 151
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turbine. The steam turbine produces additional power, while lowering the pressure of the 152

superheated steam so that it can be distributed to the campus buildings. The electrical power 153

produced from both turbines powers the campus and the cooling system, which includes cooling 154

towers, pumps, and the centrifugal chillers themselves. The cooling towers provide cooling water155

to the chillers, which produce chilled water to distribute to campus. The TIC system also uses 156

chilled water to cool the ambient air before it is fed to the gas turbine. Because all the pieces of 157

equipment are inter-related, solving an optimization problem for the entire system is complex in 158

the formulation of the equations and verification of the solution results. 159

160

Figure 1: A diagram showing the flow of various energy streams between different pieces of equipment in the 161
campus energy system.162

3. MODEL DEVELOPMENT163

3.1.COOLING SYSTEM164

The cooling system is further segregated into the components of chillers, auxiliaries, 165

turbine inlet cooling, and spatially and temporally distributed thermal energy storage. Each of 166

these models is included in the overall optimization problem and strongly interact with the other 167

elements of the cooling system in nonlinear time-varying relationships. 168
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169

3.1.1. CHILLERS170

With so many pieces of operating equipment, modeling the complete system proved to be 171

a challenging undertaking. Although each component has dynamics, all but the TES system are 172

assumed to operate at steady state. This did not significantly affect the optimization solution 173

because the TES dynamics dominate relative to much smaller time constants for other equipment 174

in the system. The dynamic problems is solved in one-hour time increments, well beyond the 175

settling time of any piece of equipment, which justifies this steady state assumption for all pieces 176

of equipment except the TES, which has several hours of storage capacity. 177

For the chillers, the thermodynamic model of Gordon and Ng is used [37,38]. This model 178

expresses the inverse of the chiller coefficient of performance (COP) as a function of the 179

compressor inlet temperature ( in
condT ), the evaporator inlet temperature ( out

evpT ), the total cooling 180

load on the chiller (Q), the heat loss in the evaporator (qevp) and the condenser (qcond), as well as 181

the heat transfer coefficients in the evaporator (Mevp) and condenser (Mcond). This relationship is 182

shown in (1). 183
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(1)

Multiplying (1) through by the load (Q) yields the chiller power consumption (Pch), given 184

by (2):185
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(2)

The model terms are arranged so that the model prediction is linearly dependent on the 186

unknown parameters and linear least squares can be used. The fit for Chiller 6.1 is shown in 187

Figure 2 with an R2 of 0.995, indicating that the model in (2) provides an excellent fit to the data. 188

189

Figure 2: Parity plot illustrating the quality of the model fit for a chiller.190

Performance plots, shown in Figure 3, illustrate the differing efficiencies of the various 191

chillers as 1/COP vs. chiller load using the models developed in Equation 1. Figure 4 shows the 192

chiller power consumption as a function of chiller load as detailed in Equation 2. As these193

figures illustrate, there is a clear benefit to optimizing the system. Because some chillers perform 194

so much more efficiently than others and at different loads, it is beneficial to distribute the load 195
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optimally over the chillers. This optimal sequencing over time with chiller loading can be 196

determined by minimizing the global cost of operation [14].197

198

Figure 3: 1/COP vs. load for all chillers at a wet bulb temperature of °C.199

200

Figure 4: Chiller power consumption as a function of chiller load.201

202
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3.1.2. AUXILIARIES203

The cooling system auxiliaries (cooling towers and pumps) are challenging to model 204

because of many different components (3 fans for each cooling tower and up to 18 pumps per 205

station) and unmeasured individual flows for each pump. In order to simplify the modeling task, 206

an empirical model is used to capture the total auxiliary power consumption for each station as a 207

function of: the total cooling load for the station (Qs), in addition to the ambient dry bulb 208

temperature (TDB), wet bulb temperature (TWB), and relative humidity (RH). A quadratic 209

polynomial model is used for the multivariable empirical relationships. This model is shown in 210

Equation 3, where X represents a vector of model inputs (Qs, TDB, TWB, and RH), and A (a matrix), 211

B (a vector), and C (a scalar) represent model fitting parameters. 212

T
auxP X AX BX C   (3)

The fit for the Station 6 auxiliaries is shown in Figure 5. As the figure demonstrates, this 213

simplified empirical model doesn’t explain the data quite as well as the performance of the 214

individual chiller models indicating that the model form is incorrect or there are stochastic 215

uncertainties. However, the fit, with an R2 value of 0.903 provides reasonable representation of 216

chiller power consumption. 217

218

Figure 5: Parity plot for the auxiliary power consumption model for Cooling Station 6.219
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3.1.3. TURBINE INLET COOLING220

The TIC system model is based on an energy balance between the chilled water and the 221

air stream that the chilled water cools. For optimization purposes, the chiller loads are adjustable 222

decision variables, so it is desirable to represent the TIC system in terms of cooling load as well. 223

The TIC model then becomes:224

 TIC air pc DB iQ W C T T  (4)

where QTIC is the cooling energy consumed by the turbine inlet air cooler, Wair is the air flow 225

rate, Cpc is the average heat capacity of the air (with c in the subscript indicating lower 226

temperature), and Ti is the temperature entering the gas turbine. 227

3.1.4. THERMAL ENERGY STORAGE228

Because the optimization problem is solved on an hourly basis, a discrete-time dynamic 229

model (5), which tracks the total energy stored (ETES) at each hour i, is used for the TES system. 230

When the total cooling produced by the chillers at time i, exceeds the sum of the campus demand 231

(LC) and the TIC cooling load, the system charges. The TES system is also subjected to energy 232

losses (Eloss) due to heat transfer and pumping, which are assessed during charging at 4% of the 233

energy stored during that period. The charging rate (QTES,i) is the sum of all the chillers, minus 234

the campus load and the TIC load at time i. The subscript j refers to the chiller index. 235

 TES,i TES,i-1 TES,i loss,iE = E + Q - E t (5)

 ,TES,i i j C,i TIC,i
j

Q Q L +Q  (6)

3.2.CHP SYSTEM236

The CHP system is mathematically model as a gas turbine, heat recovery steam 237

generator, auxiliary boiler, and steam turbine. Details of each of these sub-models is given 238

below.239

3.2.1. GAS TURBINE240
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The models for the CHP system are developed and fit by using steady-state first 241

principles models [39]. Model parameters are identified using linear or nonlinear least squares, 242

depending on the model. The power generated by the gas turbine (PGT) is a function of the air 243

flow, the fuel flow (Wf,GT), the inlet temperature, the temperature at the exit of the compressor 244

(Td), the firing temperature (Tf), and the exhaust temperature (Te). The various sections of the gas 245

turbine are shown in Figure 6. The power output of the gas turbine is given in (7), where Cph is 246

the average high temperature heat capacity of the air and gas mixture.  247

     , GT air f GT ph f e air pc d iP W W C T T W C T T       (7)

248

Figure 6: Schematic of the gas turbine, available from.249

The compressor exit temperature is determined by the relationship in (8), where ηc is the 250

compressor efficiency. 251

1
1 c

d i

c

x
T T



 
  

 
(8)

where xc is defined in (9), where PR is the compression ratio, γc is the cold-end ratio of specific 252

heats, and Wair,n is the air flow at nominal operating conditions (full load). 253

1

,

c

c
air

c

air n

W
x PR

W







 
   
 

(9)

The firing temperature is determined by an energy balance on the combustion chamber.254

The firing temperature is given in (10), where Wf,GT is the fuel flow rate, ηcomb,GT is the combustor 255

efficiency, and LHV is the lower heating value of the fuel. 256
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, , 

, 

f GTcomb GT

f d

ph f GT air

WLHV
T T

C W W

  
        

(10)

The exhaust temperature is given in (11). 257

1
1 1e f t

h

T T
x


  

     
  

(11)

where ηt is the turbine efficiency and xh is defined as (12):258

1

, 

, 

h

h
f GT air

h

fn GT n

W W
x PR

W W







 
    

(12)

where γh is the ratio of specific heats. 259

The air flow is not determined directly, but rather is determined by adjusting the angle of 260

the inlet guide vanes (θIGV), as shown in (13), where Pa is the ambient pressure, ΔPTIC, is the 261

pressure drop across the TIC, Pa0 is the reference pressure, Ta0 is the reference temperature, and 262

θmax and θ0 are the maximum and reference guide vane angles, respectively. 263

 
 

0 IGV 0a TIC a
air

a0 DB max 0

sinP P T
W

P T sin

 

 





(13)

Hourly data over a period of several days is plotted in Figure 7 illustrating the quality of 264

the model fit compared to data. The R2 value of 0.98 indicates a good model fit. 265

266

Figure 7: Model validation for the gas turbine model.267
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3.2.2. HEAT RECOVERY STEAM GENERATOR268

The HRSG is composed of several sections, where heat is transferred from the gas 269

turbine exhaust gas to make superheated steam. When the gas turbine exhaust gas is not hot 270

enough to produce the desired temperature of superheated steam or when additional superheated 271

steam is desired from the HRSG, supplemental duct burners can be fired, providing more energy.272

The new exhaust gas temperature (Te,HRSGi) is given by (14), where ηcomb,HRSG is the duct burner 273

combustion efficiency, Wf,HRSG is the duct burner fuel flow, and Wg is the gas turbine exhaust 274

flow. 275

, 

, 

 = f, HRSGcomb HRSG

e, HRSGi e

ph f HRSG g

WLHV
T T

C W W

  
    

(14)

The HRSG steam flow (WSH,HRSG) exits the HRSG at 397 °C and 30 bar. This flow is 276

computed by an overall energy balance on the HRSG, shown in (15), where ηHRSG is the HRSG 277

efficiency, ΔHFW is the feedwater heater heat duty, hSH is the specific enthalpy of the superheated 278

steam and hEC is the specific enthalpy of the water entering the economizer.  279

  , 

, 

ph HRSG g f HRSG e, HRSGi e, HRSGo FW

SH HRSG

SH EC

C W W T T H
W

h h

   



(15)

A diagram of the HRSG is shown in Figure 8. 280

281

Figure 8: Diagram of the HRSG.282

283

284
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3.2.3. AUXILIARY BOILER285

The auxiliary boiler generates additional superheated steam when it is needed. The steam 286

output of the auxiliary boiler is computed by an energy balance, shown in (16), where WSH,BR is 287

the superheated steam flow from the boiler, Wf,BR is the fuel flow to the boiler, and ηBR is the 288

overall boiler efficiency. 289

 , 

, 

f BR BR

SH BR

SH EC

W LHV
W

h h





(16)

3.2.4. STEAM TURBINE290

The steam turbine generates electrical power from the superheated steam that is fed to it 291

from the HRSG and the auxiliary boiler. Because it is an extraction steam turbine, it can also 292

extract medium pressure steam, which is removed and sent to campus to meet the heating 293

demand. Any steam that is not removed by extraction passes through the full length of the 294

turbine and comes out near saturated vapor conditions, enabling maximum energy to be removed 295

from this stream. The steam turbine is shown in Figure 9. 296

297

Figure 9: Diagram of the extraction steam turbine.298

An energy balance is used on the steam turbine to calculate the power generation (PST)299

and is shown in (17), where WS,EXT is the extraction steam flow, WST,COND is the condenser flow, 300

and ηST is the steam turbine efficiency. 301



16

 , , ,CST ST SH tot SH S, EXT S, EXT S COND  S ONDP W h W h W h   (17)

A mass balance on the superheated steam header yields the total steam flow entering the 302

steam turbine (18). 303

, ,HRSG ,BRSH tot SH SHW W W  (18)

Similarly, the flow sent to the condenser is determined by a mass balance on the steam 304

turbine (19).305

, ,EXT ,SH tot S S CONDW W W  (19)

The details of all the models pertaining to the CHP system can be explored in further detail in 306

[39].307

4. OPTIMIZATION PROBLEM FORMULATION308

The optimization problem is formulated as a smaller static problem and as a larger 309

dynamic problem with temporal resolution. The static problem is solved without the TES, 310

allowing for a much smaller and simplified problem. The addition of dynamics through the TES 311

allows energy loads to be shifted away from peak periods and dispatched on demand.312

4.1.STATIC OPTIMIZATION313

The objective for static optimization is to minimize the total cost by changing the 314

decision variables, represented by u, subject to changing loads, prices, and ambient conditions. 315

The objective function (20) is the total cost to operate the system including the fuel cost and the 316

cost of buying and selling power from the grid, where Cf is the fuel cost, Pnet is the net power 317

exchange with the grid (positive when power is exported), and Ce is the electricity price. 318

Operation and maintenance costs are are assumed to be constant regardless of the operational 319

strategy and do not affect the solution outcome. It is assumed that power is bought and sold at 320

wholesale prices. Often, district energy systems must deal with a local utility, which may impose 321

a different rate structure. 322

 , , ,f f GT f HRSG f BR e netf C W W W C P    (20)
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The vector of decision variables (u) is given in (21), where δ are binary (0, 1) variables that 323

determine whether a chiller is on (value of 1) or off (value of 0). 324

3.1 6.3 3.1 6.3 , ,HRSG ,BR ,

T

TIC IGV f GT f f s EXT netu Q Q Q W W W W P     L L (21)

The models of each component in the system described by equations (2)-(19) are 325

represented as equality constraints in the optimization problem. The system is also subject to 326

inequality constraints. The chillers, if on, must be operated between fixed upper and lower 327

bounds, which given in Table 1. The binary variables are also incorporated into these constraints, 328

which prevents them from entering the model equations, which would lead to increased 329

nonlinearity, making the optimization problem more difficult to solve. The constraints for each 330

chiller (j) are shown in (22) with the binary constraints in (23).331

,lo ,hij j j j jQ Q Q   (22)

 0,1j  (23)

332

Table 1: Lower and upper bounds on chiller loads.333

Chiller Lower Bound 

(MWth)

Upper Bound 

(MWth)

3.1 16 21.5

3.2 7 12

3.3 8 10.5

5.1 13 15.7

5.2 12.5 15

5.3 18 21

6.1 9 18

6.2 9 18

6.3 9 18

The other decision variables are also constrained with upper and lower bounds. The334

decision variables are purely continuous variables, so no binary variables are required. 335
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lo hiu u u  (24)

The lower and upper bounds for the remaining decision variables are shown in Table 2. 336

The heating load constraint is enforced directly on the decision variable, as the extraction steam 337

flow must be greater than or equal to the heating load (LH). 338

Table 2: Summary of constraints for other decision variables.339

Decision Variable Lower 

Bound

Upper Bound

TICQ 0 (MWth) 5 (MWth)

IGV 52 (degrees) 88 degrees

,f GTW 0.55 (kg/s) 3.44 (kg/s)

,HRSGfW 0 (kg/s) 0.63 (kg/s)

,BRfW .0028 (kg/s) N/A

,s EXTW LH (kg/s) N/A

netP -40 (MWe) 40 (MWe)

In addition to the constraints on the decision variables, the system is also subject to 340

several other inequality constraints. The system must produce enough electricity, heating, and 341

cooling to meet each of these loads. The heating load constraint is handled in (24). The electrical342

load constraint is given in (25), which includes the net power exported. The campus (non-343

cooling) electric load (LE,campus), combined with the power consumed by the cooling system 344

comprise the total campus electric load. The cooling load (LC), which includes TIC and storage, 345

must also be met (26).346

GT ST net E,campus auxch
P P P L P P      (25)

,i j TES C TIC
i

Q Q L Q  
(26)
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In addition to meeting the loads, the system is subject to other inequality constraints. The 347

gas turbine firing (27) and exhaust temperatures (28) must remain below critical levels. The 348

HRSG (29) and boiler (30) steam flows must remain below maximum limits. The HRSG gas 349

temperature (after duct burning), must remain above the superheated steam temperature (31) by a 350

minimum differential (ΔTmin) of 8 °C. The gas (32) and steam (33) turbines must also each 351

remain within bounds. 352

1107fT C  (27)

522eT C  (28)

SH, 36.4 /HRSGW kg s (29)

SH,BR 63.0 /W kg s (30)

, , SH HRSG min e HRSGiT T T  (31)

0 44 GT eP MW  (32)

0 27 ST eP MW  (33)

With all of the equality and inequality constraints determined, the static optimization 353

problem is (34). Because the static problem does not include storing energy, equations (5) and 354

(6) are omitted from the problem. Furthermore, for scenarios when power exchange from the355

grid is prohibited, Pnet must be equal to zero indicating that the campus operates independently 356

for power generation. 357

 min ,d
u

f u (34)

s.t. (2)-(34), excluding (5)-(6)

The problem posed above is a mixed-integer nonlinear program (MINLP), due to the 358

binary constraints in (23). These types of problems are typically more difficult to solve than 359

standard NLPs. Special solution methods are required, such as branch and bound, where certain 360
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integer constraints are fixed while a relaxed NLP problem is solved. The binary variables 361

represent which chillers are on and which are off. Because the chiller efficiencies are readily 362

available from (1), pre-determined combinations of the binary variables are tried and the best 363

solutions are kept. This removes much of the combinatorial complexity of the full MINLP and 364

enables much faster solution times. The NLP relaxations are solved using the sequential 365

quadratic programming (SQP) algorithm in MATLAB. 366

4.2.DYNAMIC OPTIMIZATION367

The dynamic optimization problem, where TES can be used to shift cooling loads (and 368

subsequently, electrical loads), incorporates many more decision variables, where each of the 369

decision variables defined above must be determined at every time step in the time horizon of the 370

dynamic optimization problem. This makes the problem larger and more difficult to solve. The 371

objective function for the dynamic problem is defined in (35), where the subscript, i, indicates 372

the time. Hourly time steps are used in this case over a 24-hour period.  A fixed fuel cost is used, 373

while hourly (day-ahead market) electricity prices are used. Cooling, heating, and electrical load 374

forecasts are assumed to be available, as has been demonstrated in prior research [40]. 375

   , , ,HRSG, ,BR, , ,f f GT i f i f i e i net i
i

F C W W W C P t       (35)

Including the TES system in (5) and (6), the dynamic problem is also an MINLP, albeit a 376

much larger one than the static problem. A total of 600 decision variables are determined and the 377

constraints satisfied for every hour yielding an MINLP with 600 degrees of freedom (216 of 378

them binary). A trial solution of the full, dynamic MINLP is solved in 27 CPU clock hours (on a 379

2.8 GHz processor) using the branch and bound solver BONMIN. This optimization problem is 380

run on a single CPU while parallelization of the branch and bound technique would lead to a 381

significant reduction in clock time. While the solution is valid, the excessive solve time is 382

untenable. In order to resolve this, an alternative formulation is used. This formulation decouples 383

the dynamic and static components of the problem. Because steady state models are used for all 384

equipment except the TES, the TES charge rate at each hour can be used as the only decision 385

variable. Given a charge rate for a specific hour, static sub-problems can then be solved so as to 386

minimize cost (f) at each hour given the trial TES charging rate. The static sub-problems then 387
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report back their optimal solutions to the dynamic problem so that its objective function (F) can 388

be computed. This technique requires solving thousands of static problems, but it reduces the 389

dynamic problem from a 600 variable problem to a 24 variable problem. Solution time is reduced 390

to an average of 30-40 minutes. 391

This technique is diagrammed in Figure 10. As the figure illustrates, the decision 392

variables for the dynamic problem (Ui) are fed to the static sub-problems (for each hour). When 393

these problems are solved, they report back the value of their objective function at their optimal 394

solutions (fi
*) so that the objective function of the dynamic problem (F) can be computed. 395

Numerical gradients and Hessians of the dynamic problem are generated at each iteration. 396

397

Figure 10: A diagram outlining the static / dynamic optimization problem decoupling.398

In Figure 10, the decision variables to the dynamic problem (Ui) are the TES charge rates399

(QTES,i). These rates have upper and lower limits. Positive values indicate charging the system, 400

while negative values are discharging (36). 401

36 25 th TES,i thMW Q MW   (36)

The total energy in the TES must also remain within its bounds (37). 402
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0 138 TES,i thE MWh  (37)

With the new problem formulation, the dynamic problem is given in (38). The static 403

constraints given must be satisfied for every time step i. 404

min
iU

F (38)

s.t. (2)-(37) 

The dynamic problem is formulated and solved in MATLAB using the fmincon solver 405

with the SQP algorithm for both the dynamic and the static optimization problems. The results 406

are presented in the next section. 407

5. RESULTS AND DISCUSSION408

The dynamic (with storage) and static (without storage) optimization problems are solved 409

under three scenarios: 1-minimizing fuel costs only, 2-minimizing costs, where revenue can be 410

obtained by selling excess power to the grid, 3-minimizing costs where power can be both 411

bought and sold to and from the grid. When power is exported and imported, the selling prices 412

used are the day-ahead market prices for Austin, Texas from the corresponding hours. The study 413

consists of a one year period from using weather data from the national weather database for the 414

Austin area [41]. 415

The total power production for a one-week period is shown in (a) of Figure 11 and Figure 416

12. These plots also show the net power exported to the grid in (b) and the selling price of the 417

power in (c). The plots show the scenarios where power can be sold to the grid and compare it to 418

the total electrical load. In Figure 11, the electricity prices remain relatively flat, except for a few 419

peaks in the afternoon. On Sunday and Friday afternoon, excess power is sold, but price 420

differentials are not steep enough to justify using the TES to free up more electric generation 421

capacity to sell even more power. When the prices rise significantly higher, as is the case on 422

Monday and Wednesday, the TES is charged in the early morning. This frees up the capacity on 423

the turbines so that more power can be sold later in the afternoon on those days. This is 424

particularly important on Monday, when prices exceed $200/MWh. 425
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426

Figure 11: Total power production (a), net power sold (b), and electricity price (c) for a week in May. The 427
figure shows the scenario where power can be sold to the grid.428

429
Figure 12: Total power production (a), net power sold (b), and electricity price (c) for a week in July. The 430

figure shows the scenario where power can be sold to the grid.431
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When electricity prices fluctuate with more regularity, the storage is used much more 432

frequently. In Figure 12, the storage is used every day of the week. While prices during this 433

particular week don’t reach the same levels as in the previous figure, they oscillate enough to 434

justify charging the TES tank when prices are low so that the chiller electricity usage can be 435

minimized during peak hours when the prices rise. 436

The optimization problems, both static and dynamic, are non-convex. Therefore, the 437

solvers have a tendency to converge at local optima, which is undesirable. It is critical, therefore, 438

to use a good initial guess when solving the problem. The strategy for initializing the dynamic 439

optimization problem in this study is to assume that the storage charges during times when 440

electricity prices are low and discharges when the opposite is true. 441

The static and dynamic problems are solved for the entire year-long period for each 442

scenario. The results, showing the total yearly cost for each scenario are shown in Figure 13. As 443

the figure shows, there is a savings of about $250,000 that can be obtained by optimizing the 444

system. In terms of only minimizing fuel usage (the No Sell scenario), storage has only a 445

marginal benefit. The efficiency that can be gained by shifting cooling loads from one time to 446

another is typically so small that it is offset by the storage losses. It is generally not beneficial to 447

use storage only to improve efficiency for this particular system. In general, energy storage is 448

only profitable when there is time of day pricing. For an isolated system that can meet peak 449

demand and with constant fuel prices, there is little incentive to install energy storage.450

451

Figure 13: Summary of total operating costs for one year under various scenarios.452
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Revenue from selling excess power helps to significantly offset fuel costs. When power 453

can be sold to the grid, the costs are reduced by $1 million when going from the no selling/no 454

storage to selling/no storage. Compared to the latter scenario, the incorporation of TES further 455

reduces costs by 2.2%. The TES is particularly valuable when electricity prices are excessive, as 456

it frees up electrical capacity by reducing the peak cooling load. 457

When power can be bought and sold from the grid, total costs are further reduced. As is 458

sometimes the case, power can be imported at a lower cost than it can be generated. While the 459

turbines must still be run to meet heating loads, their usage can be minimized by supplementing 460

the electrical generation with imported power. When TES is used, arbitrage can be done. The 461

TES can be charged when prices are low. When prices are high, the TES is discharged to reduce 462

the campus electrical load. This provides excess electrical generation capacity so that more 463

power can be sold. The savings from using storage are 2.3% as compared to the buy/sell scenario 464

without storage. 465

As expected, optimization is more effective when constraints are relaxed. While there 466

may be regulatory constraints for district energy systems to freely buy and sell power from the 467

grid, the ability to do so can significantly offset operating costs. From the worst case to the best 468

case, a total savings of $1.88 million (16.5%) is achieved. The results show that for this 469

particular system, the benefit of TES is only fully realized when the system is allowed to 470

participate in the electricity market. 471

It should be again noted that the costs discussed in this section are only fuel and 472

electricity prices. No labor and other operational costs are included. The study also assumes the 473

system can freely exchange electricity with the grid at wholesale market prices. This scenario is 474

idealized as there may be other (non-technical) issues. For example, the system may be subject to 475

the rates of the local utility, which would typically be higher than wholesale market rates, for 476

buying electricity. When exporting power, there may be other regulatory hurdles to consider, 477

which would likely increase costs. From a purely technical point of view, however, the benefits 478

of using TES and participating in the open electricity market are clear. 479

480
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6. CONCLUSIONS481

District energy and CHP systems offer many advantages. Because of the proximity to a 482

source of heat (the waste heat from power production), meeting electrical and heating demands 483

can be done very efficiently. District cooling provides a unique opportunity to introduce low cost 484

TES. Because the economy of scale benefit is already in place with centralized cooling, TES can 485

be readily integrated. This gives the system flexibility and can alleviate the cost of additional 486

cooling equipment, as much of the peak demand can be shifted to off-peak periods. 487

Systems with coupled heating, cooling, and power generation are quite complex as there 488

are many inter-relations between the varying pieces of equipment. There are also opportunities to 489

optimize such systems. TES, while storing thermal energy, can be used to shift electrical loads, 490

which can be integral if the system exchanges electricity with the grid. For this particular system, 491

the benefits of TES from an efficiency standpoint are negligible. However, in terms of offsetting 492

costs by participating the in the electricity market, the benefit of TES can be significant. 493

The ability to buy or sell power from an outside source give the district energy system 494

additional degrees of freedom, allowing it to import power when electricity prices are low and to 495

export when they are high. These degrees of freedom can be exploited through optimization, 496

which finds the optimal values of decision variables so that some ideal objective is achieved. 497

TES provides more degrees of freedom, giving the system the ability to shift loads temporally 498

and take advantage of differences in efficiency or operating cost at different times. With the 499

addition of TES, the problem becomes dynamic, and while the benefit of optimizing is greater, 500

the difficulty also increases significantly. The dynamic problem can be simplified by breaking it 501

into a series of static problems. This method allows the problem to be solved more efficiently so 502

that real-time optimization can be performed. 503

With intermittent renewable technologies becoming more prevalent, the smart grid is 504

being developed to enable efficient operation and two-way power flow. The smart grid provides 505

new opportunities to optimize diverse energy systems. With district energy systems, the concept 506

of the smart grid extends beyond electricity generation and can incorporate even more diverse 507

types of equipment dealing with cooling or heating energy. These systems also provide ample 508

opportunity to optimize and can be used to incorporate non-electrical energy storage (like TES), 509

into a smart grid environment.510
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8. NOMENCLATURE518

Symbol Description Units
A Matrix with coefficients for quadratic terms in cooling 

station auxiliary power model
-

B Vector with coefficients for linear terms in cooling 
station auxiliary power model

-

C Scalar with coefficients for constant terms in cooling 
station auxiliary power model

-

Ce Electricity price $/MWhe

Cf Fuel price $/kg
COP Coefficient of performance -
Cpc Average air heat capacity at lower temperatures at 

constant pressure
kJ/(kgK)

Cph Average air heat capacity at higher temperatures at 
constant pressure

kJ/(kgK)

ETES Energy stored in the TES MWh
f Objective function for static problem $/hr
F Objective function for dynamic problem $
hEC Economizer water specific enthalpy kJ/kg
hS,COND Steam turbine condenser steam specific enthalpy kJ/kg
hS,EXT Extraction steam specific enthalpy kJ/kg
hSH Superheated steam specific enthalpy kJ/kg

i Subscript indicating time interval -
j Subscript indicating chiller -
LC Total campus cooling demand MWth

LE Total campus electrical demand MWe

LH Total campus heating demand kg/s
LHV Lower heating value of fuel kJ/kg
Mcond Product of condenser heat exchanger coefficient and 

heat exchange surface area
kW/K

Mevp Product of evaporator heat exchanger coefficient and 
heat exchange surface area

kW/K

Pa Ambient air pressure (absolute) bar
Pa0 Reference ambient air pressure bar
Paux Electrical power consumed by cooling system 

auxiliaries (cooling towers and pumps)
MWe

Pch Electrical power consumed by chillers MWe

PGT Gas turbine power output MWe

Pnet Power exchange to/from grid MWe

PR Gas turbine compression ratio -
PST Steam turbine power output MWe

Q Individual chiller cooling load MWth

qcond Rate of internal losses at the condenser MWth

qevp Rate of internal losses at the evaporator MWth

Qs Total station cooling load MWth

QTES TES charging rate MWth
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QTIC TIC cooling load MWth

RH Relative humidity’ %
Ta0 Inlet air reference temperature K
Tcond

in Condenser water inlet temperature K
Td Pre-combustion temperature in gas turbine K
TDB Dry Bulb Temperature K
Te Turbine exhaust temperature K
Te,HRSGi Post duct burner HRSG air temperature K
Tevp

out Evaporator water outlet temperature K
Tf Post combustion (firing) temperature in gas turbine K
Ti Turbine inlet temperature K
TWB Wet Bulb Temperature K
u Vector of decision variables for static problem -
U Vector of decision variables for dynamic problem -
Wair Air mass flow rate (entering turbine) kg/s
Wf,BR Fuel mass flow rate (entering auxiliary boiler) kg/s
Wf,GT Fuel mass flow rate (entering turbine combustor) kg/s
Wf,HRSG Fuel mass flow rate (entering HRSG) kg/s
Wg Gas turbine exhaust mass flow rate kg/s
Wn Gas turbine air flow rate at nominal conditions kg/s
WS,COND Steam turbine condenser flow rate kg/s
WS,EXT Extraction steam flow rate kg/s
WSH,BR Auxiliary boiler steam flow rate kg/s
WSH,HRSG HRSG steam flow rate kg/s
WSH,tot Total superheated steam flow rate kg/s
X Vector containing model inputs for cooling station 

power consumption models
-

xc Lumped variable -
xh Superheated steam specific enthalpy kJ/kg
γc Low temperature ratio of specific heats -
γh High temperature ratio of specific heats -
δ Binary decision variable -
ΔHFW HRSG feedwater heater heat duty MWth

ΔPTIC Pressure drop across TIC bar
Δt Time interval hr
ηBR Boiler efficiency -
ηc Compressor efficiency -
ηcomb,GT Gas turbine combustor efficiency -
ηcomb,HRSG HRSG combustor efficiency -
ηHRSG HRSG efficiency -
ηt Turbine efficiency -
θ0 Reference inlet guide vane angle degrees
θIGV Inlet guide vane angle degrees
θmax Maximum inlet guide vane angle degrees

519
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